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STOCIHASTIC DECISION TREES FOR THE ANALYSIS
OF INVESTMENT DECISIONS*

RICHARD F. HESPOSt anp PAUL A. STRASSMANN{

This paper describes un improved method for investment decision making.
The nethod, which is culled the stochastic decision tree method, is particularly
applicable to investments characterized by high uncertainty and requiring u
sequence of related decisions to be mude over a period of time. ‘The atochastic
decision tree method builds on concepts used in the risk anulysis method and
the decisiou tree method of analyzing investments. It permits the use of
subjective probability estimates or empirieal frequency distributions for some
or all fuctors uffecting the decision. This upplication makes it practicable to
evaluate all or nearly ull feusible combinations of decisions in the decision
tree, taking account of both expected value of return and nversion to risk, thuas
arriving at an optimal or nesr optimal set of decisions. Sensitivity analysis of
the model ern highlight factors that are critical becanse of high leverage on
the measure of performance, or high uncertainty, or hoth. The method can be
applied relatively cusily w a wide vuriety of investment situations, and is
ideally suited for computer simulation.

Investment decisions are probably the most iniportant and most difficult deci-
sions that confront top management, for several reasons. IMiest, they involve
enorinous amounts of money. Investments of U. 8. companies in plant and equip-
ment alone are approaching $50 billion a year. Another §50 billion or so goes into
acquisition, development of new producls, and other investient expenditures.

Second, investiment decisions usually have long-lasting effects. They often
represent a “bricks and mortar” permanence. Unlike mistakes in inventory de-
cisions, mistakes in investient decisions cannot be worked off in a short period
of time. A major investment decision often commits managewent to a plan of
action extending over several years, and the dollar penulty for reversing the deci-
sion can be high. Third, investments arc implements of strategy. They are the
tools by which top management controls the direction of a corporation.

Finally, and perhaps niost important, investment decisions are characterized
by a high degree of uncertainty. They are always based on predictions about the
future—often the distant future. And Lhey often require judgmental cstimates
about future events, such as the consumer aceeptance of a new produet. For all
of these reasons, investment decisions absarb large portions of the time and atien-
tion of top management.

Investient decision-malking has probably bencfited more from the develop-
ment of analytical decision-making methods thun any other management area.
In the past 10 or 15 years, increasingly sophisticaled methods have become wvail-
able for analyzing investment decisions. Perhaps the niost widely known of these
new developments are the analytical methods that take into account the time
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value of money. These include the net present value method, the discounted cash
flow method, and variations on these techniques. [4, 13) Complementary to these :
time-oricuted methods, & number of sophisticated accounting technigues have ;
been developed for cousidering the tux implications of various investment pro-
posals and the effects of investiments on cash and capital position. [2, 12, 16]
. Considerable thought has been given to the proper methods for determining the
value of mouey to a firm, or the cost of capital. {12, 13] The concepts of replace-
. ment theory have been applied to investment decisions on machine tools, auto-
oA mobile fleets, and other collections of items that must be replaced from time to :
time. {16} !
In a somewhat different direction, technigues have been developed for the
selection of securities for portfolios. These techniques endeavor to select the best
set of investnients from a number of alternatives, cach having a known expected
return and a known variability. {11} In this context, the “best” selection of invest-
N ments is that selection that either minimizes risk or variability for a desired level
L of return, or maximizes return for a specified acoeptable level of risk. (In general,
| . of course, it is not possible to minimize risk and maximize return simultancously.)
: The application of these technigues to corporate capital budgeting problems is
il conceivabile but not inuninent.
In the evolution of these techniques, each advance has served to overcome
certain drawbacks or weaknesses inherent in previous techniques. However, until
¥ reeently, two troublesome uspeets of investment decision making were not ade-
quately treated, in a practical sense, by existing technigques. One of these prob- .
lems was handling the uncertuinty that exists in virtually all investment deci- :
¢ sions. The other was analyzing separate but related investment decisions that
H must be made at ditferent points in time.

Two recent and promising innovations in the methodology for analyzing invest- i

ment decisions now being widely discussed wre directed at these two problems.

The first of these techniques is commonly known as risk analysis; [6, 8] the second

involves a concepl known us decision trees. |9, 10, 15] Each of these techniques i
has strong merits and advantages. Both are beginning Lo be used by several '
major corporations,

[t is the purpose of this article to suggest and deseribe a new techinique that
combines the advantages of both the risk analysis approach and Jhe decision tree
approach. The new technique has all of the power of both antecedant techniques,
but is actually simpler to use. The technique is called the stochastic decision tree
approich.

~ To understand the stochastic decision tree approach, it is necessary to under-
stand the two techniques from which it was developed. A review of these Lwo
techiniques follows.

A Review of Risk Analysis

Risk analysis cousists of estimating the probubility distribution of each factor
affecting an investment decision, and then simulating the possible combinations
of the values for cach factor to determine the range of possible outcomes and the

IR
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FIGURE

TWO ANALYSES OF AN INVESTMENT PROPUSAL

FACTOR “BESY GUESS'' ANALYSIS RISK ANALYSIS
PROBABILITY
Size of 5
Invesiment 310,000,000
$0 INVESTWENT 2
(Mithons of Dollars)
PROBABILITY
Net Annual
Savings $2,000,000 "
3 NeT aNNUAL SAVINGS
{attions of Dolioes)
PKOBABILITY
Life of -
Investment 10 years
LIFE OF INVESTWENT 20
(Years)
PROBABILITY
Net -
Pre ent Volue $1,130,000
$-15 [ +15

NPY (Milhoas of Dollass)

probabihity associated with each possible outcome If the evaluation of an mvest-
ment decision 1s based only on a simgle estimate—the “best guess”—of the value
of each factor affecting the outcome, the 1esulting evaluation will be at best -
complete and possibly wiong This 1s true especially when the imvestment is large
and neither clearly attractive nor clearly unatttactive Risk analysis 1s thus an
mmportant advance over the conventional techniques The additional information
1t provides ¢an be a great aid i investment decision making

To illustrate the benefit of the risk analysis techmque, Figuie 1 shows the re-
sults of two analyses of an mvestment proposal Fusi, the proposal was analyzed
by assigning a single, “besi guess” value to each factor The second analysis used
an estumate of the probability distitbution associated with each factor and a sim-
ulation to determime the probability disttibution ot the possible outcoines

The best-gucss analysis indicates a net present value of $1,130,000, whercas
the nsk analysis shows that the most likely combination of eveuts gives the proy-
ect an expected net present value of ouly $252,000 The couventional techmque

gt
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FIGURE 2

USE OF SENSITIVITY ANALYSIS TO HIGHLIGHT GRITICAL FACTORS

v
- AN UNFAVORABLE CHANGE
OF 10 PERCENTILES WHICH CORRESPONDS TO A WOULD REDUCE
FROM THE MEAN YALUE IN THIS FACTOR PERCENTAGE CHANGE OF NPV BY

Annual net cash flow

Sales level 12 17
Selling price 10 2
Manufacturing cost 18 58
Fixed cost 4 6
Amount of invesiment 5 12
Life ol invesiment 12 30

fals 1o take mlo account the skewed distiibutions of the various factois, the
mnteractions between the factors, and 18 mfluenced by the subjective aspects of
best guesses Fuitheimore, the conventional analysis gives no ndication that
this mvestment has a 48 peicent chance of losug woney Knowledge of thus fact
could gieatly affect the decision made on this proposal, particularly 1if the m-
vestor 18 conservative and has less nisky alteinatives avalable

The nsk unalysis techmque can also be used for a sensiivity analysis The
purpose of a sensitivity analysss s to deteimine the influence of each factor on the
outcome, and thus to identify the factors most entical in the vestment decision
because of their lngh leveiage, mgh uncertamty, o1 both T a sensitivity analysis,
equally likely vanations m the values of each factor are made systematically to
determine then effect on the outcome, o1 nei present value Iigure 2 shows the
effect of mdividually vanying each mput factor (several of which wie components
of the net cash inflow)

This analysis mdicates that manufsctuning cost 18 a lnghly entical factor, both
m leverage and uncertanty Knowing this, munagement may coucentiate its
efforls on reducing manutactuning cosis o1 at least 1educing the uncertamty in
these costs

Risk analysis 1s rapudly becomng an established techmque m Ametican -
dustty Several lmge corporations are now using vanous forms of the techmque
as a1egular part of then nvestment analysis procedwe (1, 3,7, 17, 18] A back-
log of eapericnce 15 bemg built up on the use of the techmque, and advances in
the state of the art me continually being made by users For example, methods
have been devised for 1epiesenling complex mterrelationships among factors
Improvements are ulso being made m the methods of gatliening subjective prob-
ability estimates, and better methods are being devised for perfornung sensitivity
analysis

One aspect of vestment deasions still eludes the capabilities of this techmque
Tlus 15 the problem of sequential decision making—that 1s, the analysis of a
number of lighly mtenelated mvestment dewsions occuning at hfferent ponts
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HIGURE ]
USE OF DECISION TREE TO AMALYZE (NVESTMENT ALTERNATIVES
FOR A NEW PROOUGT IKTRODUCTION

NPV
(Msthaas of
ollors.

3
LIMITED DEMAND
LARGE DEMAND NATIONALLY £45
LARGE F- N
REGIONAL  DISTRIBUTE
DEMAND NATIONALLY LIMITED NATIONAL DEMAND
INTRODUCE 505
REGIONALLY P
0G NOT GO
NATIONAL LARGE DEMAND HATIONALLY 525
D
LIMTED MATIONAL DEMAND 52
P- 29
LARGE NATIONAL DEMAND P- 5
575
LARGE REGIONAL DEMAND
LIMITED NATIONAL DEMAND P=2 51
T MAND P=3
LIKITED DEMA 5

in tune Until now no extension of risk analysis has been developed that can
handle this problem well

A Review of Decision Trees

The decision trce approach, a technique very similar to dynamie progiamming,
18 a convenlent method for 1epresenting and analyzing a series of investment
deesions to be made over tune (see igure 3) liach decision point 1s represented
by a numbered square ai a fork or node 1n the decision tree Each branch ex-
tending from a fork represents one of the alteinatives that can be chosen at this
decision point Al the fust decision point the two allernalives in the example
shown in Figuie 3 are “intioduce product nationally” and “introduce product
regionally ”* (It 15 assumed at this pont that the decision has alieady been made
to 1ntroduce the product in some way )

In addition to representing management decision points, decsion trees rep-
1esent chance events The forks m the tiee where chance events mfluence the
outcome are indicated by cucles The chance event foiks or nodes in the example
represent the various levels of demand that may appear for the product

A node 1epresenting a chance event generally has a probability assoetated with
each of the branches emanating from that node This probability 1s the likelihood
that the chance event will assume the value assigned to the particular branch
The total of such probabilities leading from a node must equal 1 In our example,
the probability of aclueving a large demand m the regional mtioduction of the
product 1s 0 7, shown at the branch leading from node A Bach combmnation of
decisions and chance evenls has some outcome (in this case, net present value, or
NPV) associated with 1t
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FIGURE 4
NET PRESENT VALUE OF INVESTMENT ALTERNATIVES
FOR A NEW PRODUGT INTRODUGTION

PROBABILITY NET
PRESENT EXPECTED
ALTERNATIVE CHANCE EVENT CHANCE EVENT VALUE NPV
[ntroduce product nationally  Large national demand 5 $75
Large regional, havited 5275
aaticnal demand 2 ‘o
Lumited demand 3 ~40
Introduce product regionally  Large national demand 5 45
(und distribute nationally Large regional, limied
| demund 9 ‘ 2 44
+f regional demand ys national demand 2 -05
1
“ae) Limited demand 3 10
Intioduce product regionally Large national demand 5 25
(and do vot disinbuie Large ragional, hmited
nationally) national demand 2 20 195
Lumited demand 3 10

The optimal sequence of decsions m a decision tiee 1s found by staiting at the
ught-hand side and “rolling backward ” At each node, an expected NPV must
be calculated If the node 1s a chance event node, the expected NPV 1s calculated
for all of the branches emanating fiom that node If the node 1s a decision pomnt,
the expected NPV 13 calculated for euch branch emanating fiom that node, and
the hughest 18 selected In either case, the expected NPV of that node 15 carnted
back to the next chance event or deusion pomt by multiplying it by the prob-
abihities associated with branches that 1t tiavels over

Thus 1 Iigute 3 the expected NPV of all branches emanating fiom chance
event node C1s $3 05 nulhion ($45 X 71 + $—05 X 29) Sumlarly, the ex-
pected NPV at node D 1s $2 355 nilhon Now “rolling back” to the next node—
decision point 2—it can be seen that the alteinative with the highest NPV 1s
“distribute nationally,” with an NPV of $3 05 milhon This means that, if the
decision maker 18 ever confronted with the decision at node 2, he will choose to
distiibute nationally, and will expect an NPV of $3 05 nullion In all further
analysis he can 1gnore the other decision branch emanating from node 2 and all
nodes and branches that 1t may lead to

To perform further analysis, 16 18 now necessary to carty this NPV backward
i the tree The branches emanating from chance event node A have an overall
expected NPV of $2 435 million ($1 X 03 + $3 05 X 07) Sumtlarly, the expected
NPV at node B 15 275 nulhon These computations, summarnized i Figure 4,
show that the altetnative that maximizes expected NPV of the entue decision
tree 18 “introduce nationally” at decsion pont 1 (Note that wn tlus particular
case thete are no subscquent decisions to be made )

One drawback of the decision tree approach is that computations can quickly
become unwieldy The number of end poimnts on ihe decision tiee increases very
rapidly as the number of decision points o1 chance events increases To make this
approach piactical, 1t 18 necessary to lnmt the nunber of branches emanating
from chance event nodes to a very small number This means that the probability
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distuibution of chance events al each node must be 1epresented by a vey few
| pomnt estimates

As a 1esult, the answers obtamed fiom a decision tiee analysis are often -
adequate The single answer oblamed (say, net present value) 1s usually close to
FIGURE 5 *
RANGE OF POSSIBLE OUTCOMES
FOR EACH OF THREE ALTERNATIVES
PROBABILITY :
5

F {a} INTRODUGE NATIONALLY

EXPECTED
NPV =
5275

L . 1 § { | | i 1
-2 0 2 4 6
NPV (Milliona of Dollars)

PROBABILITY
5

(b) INTRODUCE f
ns REGIONALLY h
THEN ACT EXPECTED
“OPTIMALLY'" 244 ]
I
2p
1}
ol 4 I { i ! I Il ) !
$-4 -2 [ 2 5 [
NPV {Millions of Dollars)
*Meaning, m this case, to marumize expected NPV
PROBABILITY EXPECTED
s $195 Y
{c) INTRODUGE REGIONALLY
ONLY
af-
4
T i
2 -
i
.
ol oL ! [ ! 1 i 1 | i 1 | b
$-4 -2 [) ] 3 ]

NPV (Millions of Dollars}
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the expectation of the probabihity distubution of all possible NPVs However, 1t
may vary somewhat from the expecled NPV, depending on how the pomt esti-
mates were selected fiom the underlying distibutions and on the sensitivily of
the NPV to this selection process Furthermoie, the decision tiee approach gives
no mformation on the 1ange of possible outcomes from the mvestment or the
probabnhities associated with those outcomes This can be a serious drawback

In the example m Figures 3 and 4, the deasion tiee approach indicated that
mtrodueing the product nationally at ouce would be the optimal strategy for
maximizing expected NPV However, the NPV of $2 75 nullion 15 simply the
mean of thiee possible values of NPV, which aie themselves 1epresentative of an
entire 1ange of possible values, as shown in Fysme 54 Comparing the range of
NPVs possible under cach possible set of decisions shows a vastly different view
of ithe outcome (See Figuies 5b and 5¢ )

Although the furst alternative has the lighest expecled NPV, a 1ational mau-
ager could easily piefer one of the other two The chotee would depend on the
utihity function or the aveision to nsk of the manager o1 his organization A man-
ager with a linear utihty function would choose the fitst alternative, as shown in
Figure 6a However, 1t 1s probubly true that most managers would not choose the
first alternative because of the lugh chance of loss, und the higher utihity value
that they would assign 10 a loss, as shown w Iigute 6b This conservatism in
management 13, to a large extent, the resull of the system of rewards and pumsh-
menls that exists w many laige corporations today Whether it 15 good oi bad 1s
a complex question, uol discussed here

In spite of these shoitconings, the decision tiee approach 1s a very useful ana-
lytical tool 1t 15 particularly useful for conceptualizing mvestment plannng and
for controlling and monitorng an investment that stretches out over time For
these 1easons, the dectsion tree appioach has been, and will continue to be an
unportant tool for the analysis of wvestinent decisions

FIGURE 6

EXAMPLES OF UTILITY FUNCTIONS

(b}
(a) MORE TYPICAL
LINEAR UTILITY FUNCTION NONLINEAR UTILITY FUNCTION
VALUE OF § VALUE OF §
[ N T S TS Y B ' [ S S ' T TR S W
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CHANGE IN ASSETS (§)
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Combining These Approaches: Stochastic Decision Tiees

The complementary advantages and disadvantages of risk analysis and deci-
sion trees suggest that a new techmgue might be developed that would combine
the good points of each and elimmate the disadvantages The concept of stochas-
tic decision tices, mtroduced in the remawnder of this article, 18 ntended to be
such a combmation B¢

The stochastic decision tree approach 15 similar {0 the conventional decision
tree approach, except that 1t also has the following featuies.

9 All quantities and factors, meludiig chance events, can be represented by
conlinuous, empuical probability distnbutions

9 The information about the results fromn any or all possible combinations of
decisions made at sequential pownts in time can be obtained m a probabilistic
forn

il The piobability distiibution of possible 1esults fiom any particular com-
bmation of decisions can be analyzed using the concepts of utility and nsk

A discussion of each of these features follows

Replacement of Chance Event Nodes by P)obabibty Distributions

The mclusion of probability distributions for the values associated with chance
events 13 analogous to addmg an atbitranly large numnber of branches at each
chance event node In a conventional decision tree, the addition of a large number
of branches can serve to represent any empurical probability disttibution Thus
in the previous example, chance event node B can be made to approximate more
closely the desired contimuous probability distiibution by increasing the number
of branches, as shown m Iigure 72 and 7b However, this approach makes the
tree very complex, und computation very quickly becomes burdensome or m-
practical Therefore, two o1 three branches are usually used as a comise approx-
tmation of the actual continuous probabiliiy distiibution

Since the stochastic decision tree1s to be based on simulation, it 1s not necessary
to add a great many bianches at the chance event nodes In fact, 1t 18 possible to
reduce the number of branches at the chance event nodes to one (See F 1gure 7¢ )
Thus, 10 effect, the chance event node can be eluninated Instead, at the point
where the chance event node occurred, a random selection 1s made on each 1tera-
tion fiom the appiopnate probabilistic economne nodel such as the break-even
chait shown 1n Figute 8 and the value selected 1s used to caleulate the NPV for
that parbicular steration The single bianch emanaling fiom this sunplified node
then extends onward to the next management decision pont, or to the end of the
tiee This results in a drastic streamlmmg of the decision tree as ilustrated m
Tigure 9

Replacement of All Specific Values by Probabulity Distributions

In a conventional decision tree, factors such as the size of the investinent i a
new plant facility are often assigned specific values Usually these values are ex-
pressed ag single numbers, even though these numbers are often not known with
certamnty
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FIGURE 7

PROBABILITY DISTRIBUTIONS AT CHANCE EVENT NODES
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FIGURE 8

TYPICAL PROBABILISTIC ECONOMIC MODEL
USED TO SELEGT VALUES OF FACTORS AT CHANCE EVENT NODES
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If the values of thesc factors could be represented mstead by probabihty dis-
tnibutions, the degiee of unceitamty charactenzing each value could be expressed
The stochastic decision tree approach makes 1t possible to do this Since the ap-
proach 18 basically a shnulation, any o1 all speafic values in the investment anal-
ysis can be 1epresented by probability distmbutions On each iteration m the
simulation, u value for each factor 1s 1andomly selected from the appropiate
frequency distnbution and used i the computation Thus, 1 the example, NPV
can be caleulated from not only empnical distnibutions of demand, but also prob-
abihstic estimates of mvestmenl, cost, price, and other factois

FEvaluating all Possible Combinations of Decisions

Since this stochastic decision tiee approach greatly sunplifies the structure of
the decision tree, 1t 1s often possible to evaluate by ecompleie enumeiation all of
the possible paths through the tiee For example, 1if thete aie five sequential de-
cistons m an analysis and each decision offers iwo alternatives, theire are at most
32 possible paths thiough the decision tice This nuniber of paths 18 quite man-
ageable computationally And since most decision pomts me two-sided (“build”
o1 “don’t buld,” for examiple), o at worst have a very sinall namber of alterna-
tives, 1t 15 often teasmble and convenient to evaluate all possible paths through a
decision (1ee when the stochastic decision tiee appioach 1s used

Why 1 1t sometinies desnable to evaluate all possible paths thiough a decision
tree? Ay the mquuy mto the sk analysis approach showed, devisions cannot
always be made conectly solely on the basts of a smgle expected value for each
tactor The roll-back techimgue of the conventional decision tiee necessanly deals



it hm i

THE ANALYSIS OF INVESTMENT DECISIONS B-255

FIGURE 9

SIMPLIFIED DECISION TREE

.DISTRIBUTE
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REGIONALLY

o DISTRIBUTE
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INTRODUCE
NATIONALLY

>
>
> P PP

only with expected values It evaluates decisions (more exactly, sets of decisions)
by comparing their expectations and selects the largest as the best, mn all cases

However, the stochastic decision tice approach produces probabilistic 1esults
for each possible set of decisions These probability distributions, associated with
each possible path thiough the decision tree, can be compared on the basis of
thewr expectations alone, if thus 1s considered to be sufficient But alternative sets
of decisions can also be evaluated by coniparing the probability distributions as-
sociated with each set of decisions, in a manner exactly analogous to nsk analysis
(The details of this technique are discussed n the next section ) Thus, the sto-
chastic decision Lree approach makes 1t possible to evaluate a series of interrelated
decisions spread over time by the same kinds of nsk and uncertamty criteria that
one would use 1 a conventional sk analysis

In a luge deusion tree problen, even with the simplhifications afforded by the
stochastiec decision tiee approach, complete enumeration of all possible paths
through the tice could become computationally unpractical, or the companson
of the probability distitbutions associated with all possible paths mught be too
labonious and costly

In such a case, two simplifications wie possible ust, a modified version of the
roll-back techmque might be used This modified 10ll-back would take account
of the probabihstic nature of the mformation being handled Bianches of the tice
would be elunmnated on the basis of dommance rather than sunply expected
value {7} For exaple, a branch could be elininated f 1t had both a lower ex-
pected 1etuin and a higher vanance than an alternative branch A number of
possible sets of decisions could be eliminated this way without bemg completely
evaluated, leaving an efficient set of decision sequences Lo evaluate m more detal

Computation could also be 1educed by making decision rules before the simula-
tion, such that if, on any 1teration, the value of a chance event exceeds some eri-
terion, the resulting deciston would not be considered at all This has been done
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FIGURE 10
THE GPSS GONCEPT OF DECISION TREES
WITH RISK SIMULATION
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1n the example shown in Figure 3 If a lted deniand appears at node A, national
mtroduction of the produet will nol be evaluated In the sumulation, if demand
were below some specified value, the simulation would not proceed to the decision
pownt 2 This techmque only saves computation effort—it does not sunplify the
structure of the tiee, and 1f the criternon 15 chosen propetly, 1t will not atfect the
final outcome

Recordng Results in the Form of Probability Distrbutions

It has alieady been shown that probability distzibutions are moie useful than
single numbers as meusures of the value of a particulur set of decisions The sim-
ulation approach to the analysis permits one to get these probability disizibutions
relatively easily Ii1s true that the method smacks of biute foice However, the
brute force 1equired 18 entirely on the pait of the computer and not at all on the
parl of the analyst

The technique 18 simply this On each iteration or path through the decision
tree, when the computer encounters a bmary decision pomt node, 1t 1s wnstructed
to “spht 1tself 1 two” and perform the appropriate ealculations along both bran-
ches of the tree emanating fiom the decision node (The same logic applies to a
node with three o1 wore branches emanating fiom 1t ) Thus, when the computer
completes a single 1letation, an NPV will have been caleulated for each possible
path through the decision tree These NPVs are accuinulated m separate prob-
abibty distiibutions This simulation concept 18 illustrated 1 Figure 10

At the completion of a smtable number of iterations, there will be a probability
distnbution of the NPV associated with each set of decisions that 1t 1s possible to
make 1n passing through the tree These different sets of decisions can then be



e R s Do AR A AL CE AT B T

i ra e vopbe -

s i iR

THE ANALYSIS OF INVESTMENT DRCISIONS B-257

compared, one agunst the other, w the usual nsk analysis matter, as if they were
alternative investment decisions (which m fact they are) That s, they can be
compared by taking into account not only the expected return, but also the shape
of each probability distnibution and the effects of utility and risk On the basis of
this, one can select the single best set of decisions, ot & small number of possibly

FIGURE 11
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acceptable sets. These sels of sequential decisions can then be evaluated and a
decision whether or not to undertake the inveslment ean be made by comparing
it to alternative investments clsewhere in the corporation or against alternative
uses for the money.

An Example

T'o illustrate the kinds of results that ean be expected from u stochastic deci-
stan tree anulysis, the new product introduction problem deseribed earlier has
been solved using this method. The resulis are shown in Figure 11.

The differences in the expected values of the outcomes can now be seen in
proper perspeclive, since the results show the relutionship of the expected values
to the entire distribution of possible outcomes. Moreover, the expected values of
these distributious will not necessurily be identical with expectutions resulling
from the conveational decision tree approach, hecause:

1. The interdependencies among the variables were not accounted for by the
conventional approach.

2. The small number of point estimates used to approximate an entire distribu-
tion wnder the conventional approach did not utilize all the available informa-
Liow,

With the three alternatives presented in this form, it is casier to understand
why a rational manager might choose un alternative other than the one with the
highest expected value. Presented with the full range of possible outcomes related
to each alternative, he can select that alternative most consistent with his per-
sonal utility and willingness to take risk.

Using the Stochastic Decision Tree Approach

Stochastic decision trees deseribed here combine the best feutures of both risk
analysis and conventional decision trees und are actually simpler to construct
and use than either of these. The steps for collecting data and conceptualizing
the problem are the sume for the stochastic decision tree approach as they are for
the risk analysis approach. These steps are:

1. Gather subjeclive probability estimates of the appropriate factors affecting
the investment.

2. Define and describe any significant interdependencies among factors.

3. Specily the probable timing of future sequential investment decisions 10 be
made.

4. Specify the model to be used to evaluate the investinent.

The stochastic decision tree approach is ideally suited to the computer language
known as General Purpose Systems Simulator (GPSS). [5, 14] Although this
Janguuge is not now capable of handling very complex interdependencies without
certain modifications, it permits the solution of a very wide range of iuvestment
problems.

The structuring and solving of several sample problems have indicated that the
stochastic decision tree upproach is both easy to use and uscful. The example in
Figures 4, 5 and 6 shows emphatically how the stochastic decision tree approach
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can detect and display the probable outcomes of an investment strategy that
would be deemed optimal by the conventional decision tree approach, but that
many managements would definitely regard us undesirable. Other work is being
done on both sample problems and real world problems, and on the development
and standardization (to a limited extent) of the computer programs for perform-
ing this analysis,

Summary

The stochastic decision tree approach to analyzing investment decisions is an
evolutionary improvement over previous methods of analyzing investments. It
combines the advantages of several carlicr approaches, eliminates several dis-
advantages, and is easier to apply.
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